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Past
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PRISM -J: Pr evention of Worsening Diabetes through 
Behavioral Changes by an I oT-based Self -Monitoring 

System in Japan 



Current situations

ÅGCP renovation

ïWe should focusvariousclinicalresearches.

ï5ŀǘŀ ƛǎ ōƛƎƎŜǊ ǘƘŀƴ ŎƭŀǎǎƛŎŀƭ ŎƭƛƴƛŎŀƭ ά¢ǊƛŀƭǎέΦ

ÅL/¢ όLƻ¢ύ ƎŜƴŜǊŀǘŜǎ άƳƻǊŜΣ ƳƻǊŜ ŀƴŘ ƳƻǊŜέ 
data from our real life.

ïwe should get useful information from this.
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Real world evidence 
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Current situations

ÅWe are just started to ride on the sea of big 
data.

ÅSAS software ( or recent BI tools)
ïCǊƻƳ ǊŜŀƭ ǿƻǊƭŘ άŘŀǘŀέ ǘƻ ά9±L59b/9έΦ 

ïBut, we must work hard to look for evidence from 
ά.LD ŘŀǘŀέΦ
ÅReduce cost

ÅReduce time

ÅwŜŘǳŎŜ Χ
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Motivation

ÅWe are going to make a platform for analysis.

ïTo use SAS BI tools ( or some BI tools ) wisely and 
to get better performance,  we need to know 
current  database techniques.

ïAnd, we are trying to establish a process to 
analyze some clinical research. 
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Objectives

ÅTo measure the performance of Apache Impala* 
and MySQL on creating datasets for a 
hypothetical research and to know the outline of 
the performance.

*Apache Impala is a modern open-source MPP SQL
engine architected the ground up  for the Hadoop data
processing environment 
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ŦǊƻƳ  άLƳǇŀƭŀΥ ! ƳƻŘŜǊƴΣ hǇŜƴ-Source SQL Engine for Hadoop (Marcel Kornacker
Ŝǘ ŀƭΦ нлмрύέ
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Data Used in this Experiment

Å50 million patients data generated by OSIM2, 
a data simulator, developed by the OMOP 
statistical methods group.

ÅThe data has been used as a testbed for 
evaluating and comparing different estimation 
procedures for many purposes.

ÅAvailable from ftp://ftp.ohdsi.org/osim2
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Files of OSIM2 
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* P_DRUG was made manually by presenters.

File/TableName Rows Size(GB) Comments

PERSON 50,000,000 2

OBSERVATION_PERIOD50,000,000 3.2

DRUG_ERA 746,519,618 48

CONDITION_ERA 930,215,314 60

CONCEPT 786,846 0.1 SNOMED-CT

CONCEPT_SYNONYM 1,800,214 0.1 SNOMED-CT

P_DRUG* 76,899 0.01 RxNorm



Relation of Tables
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A Hypothetical Research

ÅExtract the patients who were prescribed antipsychotics, 
then diagnosed with drug-induced parkinsonism or 
secondary parkinsonism.

ÅThe dataset is used for analyzing with Sequence 
Symmetry Analysis (SSA) .
ïWeare not going to talk much this part today.

ÅThis hypothetical research is based on the report of 
Japan Pharmaceutical Manufacturers Association. 

see 
http://www.jpma.or.jp/medicine/shinyaku/tiken/allotment/pdf/real_world_data.pdf  (in Japanese)
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Creating the Dataset for Analysis
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OSIM2 tables 
(Dec 2000 ~ Dec 2007,

50 million patients)

Prescribed antipsychotics 
at least once

Diagnosed with drug-induced 
parkinsonism/secondary parkinsonism 

at least once

Meets both conditions

Target patients 

Eliminates  the patients both 
conditions occurred same date

from 
http://www.jpma.or.jp/medicine/shinyaku/tiken/allotment/pdf/real_world_data.pdf(modified)



Antipsychotics of this Research 

Atypical(22)
risperidone, olanzapine, quetiapine, aripiprazole, perospirone, zotepine,
blonanserin, amisulpride, amoxapine, asenapine, cariprazine, clozapine,
iloperidone, lurasidone, melperone, nemonapride, paliperidone, 
remoxipride, sertindole, sultopride, trimipramine, ziprasidone

Typical (28)
haloperidol, chlorpromazine, levomepromazine, fluphenazine, bromperidol,
perphenazine, sulpiride, clocapramine, pimozide, tiapride, timiperone,
prochlorperazine, propericiazine, spiperone, mosapramine, 
chlorprothixene, mesoridazine, periciazine, promazine, thioridazine, 
loxapine, molindone, thiothixene, droperidol, flupentixol, thioproperazine,
trifluoperazine, zuclopenthixol
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System Configuration

23

Host PC

/5Iр ƛǎ /ƭƻǳŘŜǊŀΩǎ млл҈ ƻǇŜƴ ǎƻǳǊŎŜ ǇƭŀǘŦƻǊƳ 
distribution, including Apache Hadoop and built 
specifically to meet enterprise demands.



Hardware/Software

ÅHost PC
OS : Microsoft Windows 10 Pro (64bit)
CPU :   Intel(R) Core(TM) i7-7820X CPU 

@ 3.60GHz, 3600 MHz, 8 Core, 16 Logical 
Processor

RAM :  128 GB (not ECC)
HDD :   2TB (for VM)
VM :   VMware Workstation Pro 14 Pro
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ÅMySQL 5.7.21 (On VM)
OS :  CentOS6.9 (guest)
RAM :  64GB
CPU :   4 Core / 3 Logical (total 12 processors)
HDD :  500GB 



CDH5on VM

ÅManager Node * 1 
OS :  CentOS6.9 (guest)
RAM :  56GB
CPU :   2 Core / 2 Logical (total 4 processors)
HDD :  500GB 

ÅData Node * 4
OS :  CentOS6.9 (guest)
RAM :  20GB
CPU :   1 Core / 2 Logical (total 2 processors)
HDD :  500GB 

ÅCDH5 provides Hadoop, HDFS, Hbase, Yarn, Sqoop, Hue, 
Hive, Impala, Spark, Oozie, etc.
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Actual consumption of physical 
memory that has been allocated 
to the virtual machine. The same 
is true of disk allocation. 



Data Load to MySQL and Hadoop
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DB Time Comments

MySQL 120 min
(no index)

DRUG_ERA was created on CSV engineand alter 
storage engine type from CSV to INNODB.  Then 
indexes were created on that table. Creating indexes 
took many hours!

Hadoop 90 min Apache sqoopwas used to load DRUG_ERAon MySQL 
to Hadoop. Parquet and snappy  were used for data 
format and compression method, respectively.

DRUG_ERA
File Name Rows Size(GB)

DRUG_ERA 746,519,618 48

Loading Time
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Measure the Performance of SQL

28

OSIM2 database 
(Dec 2000 ~ Dec 2007,

50 million patients)

Prescribed antipsycotics
at least once

Diagnosed with drug-induced 
parkinsonism/secondary parkinsonism 

at least once

Meets both conditions

Target patients 

Eliminates the patients got both 
conditions occurred same date.

SQL-1 SQL-2



SQL-1

CREATE TABLE  _drug  AS

SELECT  a.person_id,  a.drug_concept_id, 
drug_era_start_date,  b.vocabulary

FROMdrug_eraa INNER JOIN p_drugb

ON a.drug_concept_id= b.id

29

Table Name Rows Original file Size

DRUG_ERA 746,519,618 48 GB

P_DRUG 76,899 8 MB



MySQL Result (SQL-1)
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No. time hh:mm)

1 2 : 16

2 2 : 28

3 2 : 03

avg. 2 : 16

Measurement Conditions

Measured 3 times and took the average.
Each SQL was executed through mysqlclient.
PC and VM were cold-started each time to avoid  
the influence of HDD cache and MySQL buffers.

CREATE TABLE _drug AS
SELECT a.person_id, a.drug_concept_id, drug_era_start_date, b.vocabulary
FROM drug_eraa INNER JOIN p_drugb
ON a.drug_concept_id=b.id ;

Query OK, 7260167 rows affected (2 hours 16 min 26.89 sec)
Records: 7260167  Duplicates: 0  Warnings: 0

cumulative total number of patients



MySQL Results(cont.)

ÅIf PC and VM are NOT cold-started, we have 
better performance.

ÅPossible reason of the better performance

ïHDDcash and MySQL buffer pools are effective
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CREATE TABLE _drug_contAS
SELECT a.person_id, a.drug_concept_id, drug_era_start_date, b.vocabulary
FROM drug_eraa INNER JOIN p_drugb
ON a.drug_concept_id=b.id;

Query OK, 7260167 rows affected (1 min 35.88 sec)
Records: 7260167  Duplicates: 0  Warnings: 0



SQL-1 Impala Result

32

No. time mm:ss)

1 2 : 41

2 2 : 51

3 1 : 26

avg. 2 : 19

Measurement Conditions

Measured 3 times and took the average.
Each SQL was executed through HUEworkbench.
PC and VMs were cold-started each time to avoid  
the influences of HDD cache and Hadoop cache.

ÅIf PC and VMs are NOT cold-started, we also have 
better performance (less than 1 min.)

ÅPossible reason for better performance
ïHDDcash and HDFS distributed caches are effective. 



Measure the Performance of SQL (reshown)
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OSIM2 database 
(Dec 2000 ~ Dec 2007,

50 million patients)

Prescribed antipsycotics
at least once

Diagnosed with drug-induced 
parkinsonism/secondary parkinsonism 

at least once

Meets both conditions

How many patients? 

Eliminates the patients got both 
conditions occurred same date.

SQL-1 SQL-2



SQL-2
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CREATE TABLE p_condAS
SELECT concept_id, concept_name, vocaburary_idFROM concept
WHERE (LOWER(CONCEPT_NAME) LIKE '%drug-induced parkinsonism%' 
OR LOWER(CONCEPT_NAME) LIKE '%secondaryparkinsonism%') ;

Table Name Rows Original File Size

CONDITION_ERA 930,215,314 60 GB

P_COND 13 N/A

SQL-2:
CREATE TABLE _conditionas

SELECT a.person_id, condition_era_start_date
FROM condition_eraa
INNER JOIN p_condb
ON a.condition_concept_id= b.concept_id



Results of SQL-2

No. Time(mm:ss)

MySQL Impala

1 5:52 2:41

2 3:06 4:02

3 4:37 3:02

Avg. 4:32 3:15
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Performance Comparison

ÅOf course the result can NOT be generalized.

ïLǘΩǎ ƴƻǘreally a fair comparison because the number 
of VMs are different, resource allocations are different 
ŀƴŘ Χ
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SQL Time(hh:mm:ss)

MySQL Impala

SQL-1 02:16:00 00:02:19

SQL-2 00:04:32 00:03:15

SQL-1:

(2*60 + 16)*60 / (2*60 + 19)*5 Ғ 11.7

Roughly speaking, Impala is 11 times faster than MySQL!?

Divided by the number of VMs



MySQL Query Plan of SQL-1

EXPLAIN

SELECT a.person_id, a.drug_concept_id, drug_era_start_date, b.vocabulary

FROM drug_eraa INNER  JOIN p_drugb ON a.drug_concept_id=b.id ;

37

***** 1. row *****
table : b # p_drugtable
type : ALL # full table scan
possible_keys : idx_id # availableindex
key : NULL # no idex uses

***** 2. row *****
table : a # drug_eratable
type : ref # use index (equivalent value search)
key : idx_drug_concept_id # index used
ref : rwd2.b.id



Join Operator
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see
https://www.informatik.hu-berlin.de/de/forschung/gebiete/wbi/teaching/archive/sose05/dbs2/slides/09_joins.pdf

Å Example: Relations R (A, B) and S (B, C)
SELECT * FROM R, S WHERE R.B=S.B

Å Suppose 

ïR is P_DRUG and S is DRUG_ERA

ïR.B=ID, S.B=DRUG_CONCEPT_ID 

A B

A1 0

A2 1

A3 2

A4 1

B C

1 C1

2 C2

1 C3

3 C4

1 C5

R S

A B C

A2 1 C1

A2 1 C3

A2 1 C5

A3 2 C3

A4 1 C1

A4 1 C3

A4 1 C5

RᵞS



Nested-loop Join

ÅCost estimations

ïSuper-naïve
Ån(R), n(S) number of records in 

R and in S

ÅIO = n(R)*n(S)

39

see
https://www.informatik.hu-berlin.de/de/forschung/gebiete/wbi/teaching/archive/sose05/dbs2/slides/09_joins.pdf

Χ

Χ

R

S

ïSlight improvement
ÅR is outer relation, S is inner relation
ÅEach block of outer relation is read once
ÅInner relation is read once for each block of outer relation
ÅB(R), b(S) number of blocks in R and in S
ÅIO = b(R) + b(R)*b(S)
ÅUse smaller relation as outer relation
ïCƻǊ ƭŀǊƎŜ ǊŜƭŀǘƛƻƴΣ ŎƘƻƛŎŜ ŘƻŜǎƴΩǘ ǊŜŀƭƭȅ ƳŀǘǘŜǊ



Blocked Nested-loop Join(MySQL)

Å Rule of thumb: Use all 
memory you can get

ïUse all memory the buffer 
manager allocates to your 
process(but this might be 
a difficult decision).

40

Χ

Χ

R

SÅ Cost estimation
ï Outer relation is read once
ï Inner relation is read once for every chunk of R
ï There are  ~ b(R)/m chunks
ï IO = b(R) + b(R)*b(S)/m

Å Our case (Index Join)
ï Inner table is indexed, actually, one block-nested loop with index access
ï b(R)*b(S)/m needs to be modified according to our assumptions, e.g. the number 

of different values of attribute B, B-tree search cost, etc.

1 2 3

S.B_Indexof S

see
https://www.informatik.hu-berlin.de/de/forschung/gebiete/wbi/teaching/archive/sose05/dbs2/slides/09_joins.pdf



Comments on MySQL Performance

ÅMySQL optimizer is smart but not perfect. You need to 
profile slow SQLs  with EXPLAIN statement and 
optimizer hints then improve them.

ÅJOIN is potentially very expensive but required in all 
practical queries, so we need understand the pros and 
cons of various JOINs.

ÅHDD cache and MySQL buffer pools are usually 
effective. 

ÅThe query cache is deprecated as of MySQL 5.7.20, and 
is removed in MySQL 8.0.
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Architecture of Impala 
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from  http://cidrdb.org/cidr2015/Papers/CIDR15_Paper28.pdf



Impala Query Plan
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04:EXCHANGE [UNPARTITIONED]
|
"02:HASH JOIN [INNER JOIN, BROADCAST]"
|  hash predicates: a.drug_concept_id= b.id
|  runtime filters: RF000 <- b.id
|
| --03:EXCHANGE [BROADCAST]
|  |
|  01:SCAN HDFS [default.p_drug2 b]
|     partitions=1/1 files=1 size=1.63MB
|
00:SCAN HDFS [default.drug_eraa]
partitions=1/1 files=1 size=7.31GB
runtime filters: RF000 -> a.drug_concept_id

EXPLAIN
SELECT a.person_id, a.drug_concept_id, drug_era_start_date, b.vocabulary
FROM drug_eraa INNER  JOIN p_drugb ON a.drug_concept_id=b.id ;



Impala Query Plan (cont.)
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04:Exchange
(Unpartitioned)

00: Scan 
drug_era

01: Scan: 
p_drug

02: Hash Join
03:Exchange
(Broadcast)

Broadcast hash table
to each node

Hash joins are executed on each node



Hash Join
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P_DRUG

DRUG_ERA
Smaller Table

Larger Table

Generate Hash

Hash Table

Generate hash table from outer(smaller) table.
The hash table is sent to each node.
Query fragments are sent to each node.
Queries are executed on each node using the hash table.



Why is Impala Fast?

ÅMassively parallel SQL engine
ïAll impala daemons are symmetric.
ïPerformance scalability is approximately proportional to the 

number of nodes (clusters).

ÅRuntime code generation using LLVM
ïLLVM is a modular and reusable complier library and collection 

of related tools.

ÅI/O management
ïUsing HDFS feature called short-circuit local reads.

ÅHash Join
ïNot always fastest join algorithm. It depends on your objectives.
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Exporting Data to SAS
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Å Hue workbench supports exporting of SQL output in CSV/Excel format.

Å impala-shellcommand is preferred for very large SQL output.

Å Need SAS/ACCESS to {Hadoop, Impala}?

VM (CDH5)
(Export  CSV)

CSV

Windows10 (VM Host)Windows10 (SAS/EG)

SAS/EG
(Import  CSV)

File share between 
Windows and VM

Windows File Share



Export Table in CSV Format
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$ cd /mnt/hgfs/RWD/ImpalaOutput

$ impala-shell  -i nd1.matsuya.org  -B  -o  _drug  --
output_delimiterҐϥΣΨ  -q  "select * from _drug"

Windows10 (SAS/EG)

Windows10 (VM Guest)Windows10 (VM Host)

Windows10 (VM Host)



Analysis using SAS/EG
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Windows10(SAS/EG)


