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Current situations

A GCP renovation
I We should focusariousclinicalresearches.
i5F0F A& O0ATIIASNI GKIYy Of |
AL/ ¢ 6L2¢0 ISYSN)IUOSa ¢
data from our real life.
I we should get useful information from this.
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— Realworld evidence

The NEW ENGLAND JOURNAL of MEDICINE

SOUNDING BOARD

Real-World Evidence — What Is It and What Can It Tell Us?

Rachel E. Sherman, M.D., M.P.H., Steven A. Anderson, Ph.D., M.P.P.,

Gerald J. Dal Pan, M.D., M.H.S., Gerry W. Gray, Ph.D., Thomas Gross, M.D., M.P.H.,
Nina L. Hunter, Ph.D., Lisa LaVange, Ph.D., Danica Marinac-Dabic, M.D., Ph.D.,
Peter W. Marks, M.D., Ph.D., Melissa A. Robb, B.S.N., M.S., Jeffrey Shuren, M.D., J.D.,
Robert Temple, M.D., Janet Woodcock, M.D., Lilly Q. Yue, Ph.D., and Robert M. Califf, M.D.

The term “real-world evidence” is widely used by
those who develop medical products or who
study, deliver, or pay for health care, but its spe-
cific meaning is elusive. We believe it refers to
information on health care that is derived from

mulrinle ennireces anteide tuniecal elinieal recearch

shortage of researchers with adequate methodo-
logic savvy could result in poorly conceived study
and analytic designs that generate incorrect or
unreliable conclusions. Accordingly, if we are
to realize the full promise of such evidence, we

mnet he clear ahont what it i and how it can



Real world evidence

" -
. 1g DA
Issue Brief F'II E')"(EENETNWCOR'K AT UB\S A he ’qava
" pat oL iv? of

eis™ \e <ource>

Real Wo qg&m&eﬁ‘ggg ATl

A W\E}N.&g@l‘&%are Innovation

Executive Summary

Real World Evidence (RWE), a potentially transformative force in U.S. health care

@ Hiroshi Ohtsu@2017.3 (NCGM)




Current situations

A We are just started to ride on the sea of big
data.

A SAS software ( or recent Bl tools)
iCNRY NBFIf g2NIR aRI G ¢
I But, we must work hard to look for evidence from
d. LD RIGFE&EOD
AReduce cost

AReduce time
AwSRdzOS X
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Motivation

A We are going to make a platform for analysis.

I To use SAS Bl tools ( or some Bl tools ) wisely ant
to get better performance, we need to know
current database technigues.

I And, we are trying to establish a process to
analyze some clinical research.

11
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Objectives

A To measure the performance of Apache Impala*
and MySQlbn creating datasets for a
hypothetical research antb know the outline of
the performance

*Apache Impala is a modern opaource MPP SQL
engine architected the ground up for the Hadoop data
processing environment

FNRY G LYLI f I Boutce SO En§iMlfoE HatobiSMakeehacker
SG Fftd® Hnmpoé
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Data Used In this Experiment

A 50 million patients dat@enerated by OSIM2,
a data simulator, developed by the OMOP
statistical methods group.

A The data has been used as a testtied
evaluating and comparing different estimation
procedures for many purposes.

A Available from ftp://ftp.ohdsi.org/osim2
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Files of OSIM2

File/TableName Rows Size(GB) Comments
PERSON 50,000,000 2
OBSERVATION_PERI¢ 50,000,000 3.2
DRUG_ERA 746,519,61€ 48
CONDITION_ERA 930,215,314 60
CONCEPT 786,846 0.1 SNOMEECT
CONCEPT_SYNONYN 1,800,214 0.1 SNOMEECT
P_DRUG* 76,899 0.01 RxNorm

* P_DRUG was made manually by presenters.

16




Relation of Tables

OBSERVATION_PERIOD

» person_id
PERSON CONDITION_ERA DRUG_ERA
- person_id - person_id - person_id
- condition_concept_id » drug_concept_id
CONCEPT_SYNONYM CONCEPT P_DRUG
- concept_id —| concept_id - id
» concept_synonym_lid
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A Hypothetical Research

A Extract the patients who were prescribed antipsychotic
then diagnosed with drughduced parkinsonism or
secondary parkinsonism.

A The dataset is used for analyzing with Sequence
Symmetry Analysis (SSA) .
I Weare not going to talk much this part today.

A This hypothetical research is based on the report of
Japan Pharmaceutical Manufacturers Association.

see
http://www.jpma.or.jp/medicine/shinyaku/tiken/allotment/pdf/real_world data.pdf (in Japanese)

19



Creating the Dataset for Analysis

OSIM2 tables
(Dec 2000 ~ Dec 2007
50 million patients)

—

Prescribed antipsychotics
at least once

\

Diagnosed with drugnduced
parkinsonism/secondary parkinsonis
at least once

m

\/

Meets both conditions

Eliminates the patients both
conditions occurred same date

Target patients

from

http://www.jpma.or.jp/medicine/shinyaku/tiken/allotment/pdf/real_world_data.pdf(modifigd)



Antipsychotics of this Research

Atypical(22)

risperidone, olanzapine, quetiapine, aripiprazgerospirone zoteping
blonanserinamisulpride amoxapingasenapinecariprazine clozapine,
lloperidone lurasidone melperone nemonapride paliperidone
remoxipride sertindole sultopride trimipramineg, ziprasidone

Typical (28)

haloperidol, chlorpromazindevomepromazinefluphenazinebromperidol
perphenazinesulpiride clocapraminepimozide tiapride, timiperone,
prochlorperazingpropericiazinespiperone mosapramine
chlorprothixene mesoridazinepericiazine promazine thioridazine
loxapine molindone thiothixene droperidol flupentixol, thioproperazine
trifluoperazine zuclopenthixol

21
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System Configuration

Host PC
CDHS5 Cluster
VM
(master)
VM | | I l |
(MySQL) VM VM VM VM
(nodel) (node2) (node3) (node4)

/| 51 p A& [/ f2dzRSN)Y Qa wmnmx: 2L
distribution, including Apache Hadoop and built
specifically to meet enterprise demands.




A Host PC
ON)
CPU

RAM
HDD
VM

Hardware/Software

. Microsoft Windows 10 Pro (64bit)
. Intel(R) Core(TM)-47820X CPU

@ 3.60GHz, 3600 MHz, 8 Core, 16 Logical
Processor

. 128 GB (not ECC)
2TB (for VM)
VMware Workstation Pro 14 Pro

A MySQL 5.7.21 (On VM)

OS

RAM
CPU
HDD

. CentOS6.9 (guest)

. 64GB

. 4 Core / 3 Logical (total 12 processors)
. 500GB

24



CDH>N VM

A Manager Node * 1

OS . CentO0S6.9 (guest)
RAM : 56GB

CPU : 2 Core/ 2 Logical (total 4 processors)
HDD : 500GB

Actual consumption of physical

A Data Node * 4 memory that has been allocated
OS : Cent0S6.9 (quest) 217 vitiamachine, Thesame
RAM : 20GB '

CPU : 1 Core/ 2 Logical (total 2 processors)
HDD : 500GB

A CDHS5 provides Hadoop, HDRBase Yarn Sgoop Hue,
Hive, Impala, Spark)ozie etc.

25




Data Load to MySQL and Hadoop
DRUG_ERA

File Name Rows Size(GB)
DRUG_ERA 746,519,618 48

Loading Time

DB Time Comments

MySQL 120 min DRUG_ERA was created@©8V enginand alter
(no index) storage engine typ&dom CSV to INNODBhen
indexes were created on that tabl€reating indexes
took many hours!

Hadoop 90 min  Apachesgoopwas used tdoad DRUG_ ER¥ MySQL
to Hadoop Parquet and snappy were used for data
format and compression method, respectively.
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Measure the Performance of SQL

SOL1

OSIM2 database
(Dec 2000 ~ Dec 2007
50 million patients)

SQL2

K&

~

Prescribecantipsycotics

at least once

S
S
5

Diagnosed with drugnduced
parkinsonism/secondary parkinsonism

at least once

Meets both conditions

i

i

i
v

Target patients

-

&=

Eliminates the patients got both
conditions occurred same date.

28



SOE1

CREATE TABLErug AS

SELEC®.person_i¢ a.drug_concept_id
drug_era_start_date b.vocabulary

FROMIrug eraa INNER JOIN drugb
ONa.drug_concept_ieb.id

Table Name Rows Original file Size
DRUG_ERA 746,519,61¢ 48 GB
P_DRUG 76,899 8 MB

29



MySQL Result (SEI)

No. time hh:mm) Measurement Conditions
1 2:16 Measured 3 times and took the average.
2 2 .28 Each SQL was executed throungirsglclient.
3 203 PC and VM were cofstarted each time to avoid
' the influence of HDD cache and MySQL buffers
avg. 2:.16
CREATE TABLHEUQAS

SELECA.person_iga.drug_concept_iddrug_era_start_datgb.vocabulary
FROMIrug eraa INNER JOIN drugb
ONa.drug_concept_idb.id;

Query OK, 7260167 rows affectéti{ours 16 min 26.89 sgc
Records: 7260167 Duplicates: 0 Warnings: O

m cumulative total number of patients
30




MySQL Results(cont.)

Alf PC and VM are NOT caitarted, we have
better performance.

CREATE TABLEEuUg contAS

SELECA.person_iga.drug_concept_iddrug_era_start _datgb.vocabulary
FROMIrug eraaINNER JOIN drugb
ONa.drug_concept_idb.id;

Query OK, 7260167 rows affectedriin 35.88 sec
Records: 7260167 Duplicates: 0 Warnings: 0O

A Possible reason of the better performance
I HDDcash and MySQL buffer pools are effective

@ .




SQL1 Impala Result

No.  time mm:s9 Measurement Conditions
1 2:41 .
Measured 3 times and took the average.
2 2:51 Each SQL was executed throudfiEworkbench.
3 126 PC and VMs were coeklarted each time to avoid
the influences of HDD cache and Hadoop cache.
avg. 2:19

A If PC and VMs are NOT caldrted, we also have
petter performancelgss than 1 mir).

A Possible reason for better performance
I HDDcash and HDFS distributed caches are effecti




Measure the Performance of SQL (reshowr

OSIM2 database
(Dec 2000 ~ Dec 2007
50 million patients) S |:2

Prescribedantipsycotics Diagnosed with drugnduced
at least once parkinsonism/secondary parkinsonism
2N at least once
\\ -
N -
Af

Meets both conditions
|

: Eliminates the patients got both
\:/ conditions occurred same date.
How many patients?
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SQL2

CREATE TABLE0NJAS

SELECIoncept iq concept namevocaburary IcFROM:oncept
WHERE (LOWER(CONCEPT_NAME) tliK&irtbuced parkinsonis@s'
OR LOWER(CONCEPT_NAME) K& Rdarparkinsonisréa') ;

SQLE2:
CREATE TABL&nNditionas
SELECA.person_igdcondition_era_start_date
FROM:ondition eraa
INNER JOINM condb
ONa.condition_concept_igb.concept_id
Table Name Rows Original File Size
CONDITION_ERA 930,215,314 60 GB

P _COND 13 N/A

34



NoO.

Avg.

Results of SQP

Time(mm:sg
MySQL Impala
5:52 2:41
3:06 4:02
4:37 3:02
4:32 3:15
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Performance Comparison

SQL Timehh:mm:s9
MySQL Impala
SOEL 02:16:00 00:02:19
SQLE2 00:04:32 00:03:15
SQEL: /Divided by the number of VMs

(2*60 + 16)*60 / (2*60 + 19)*b 11.7
Roughly speakingmpala is 11 times faster than MySQL!?

A Of course the result can NOT be generalized.

i L 0 Q é&ally&fair comparisobecause the number
of VMs are different, resource allocations are different
'y R X
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MySQL Query Plan of SQL

EXPLAIN

SELECA person_ida.drug_concept_igdrug_era_start _dategb.vocabulary
FROMIrug eraa INNER JOIN drugb ONa.drug concept i=b.id;

*kkkk 1 ro *kkkk

table ; #p_drugtable

type . ALL  # full table scan

possible keys \:idx_id # availablandex

key NULL # noidex uses

*kk*k*%k 2 row *kkkk

table ; #drug_eratable

type . ref # use index (equivalent value search)
key . 1dx_drug_concept_id #index used

ref : rwd2.b.id

37




Join Operator

A Example: Relations R (A, B) and S (B, C)
SELECT * FROM R, S WHERE R.B=S.B

A Suppose
i Ris P_DRUG and Sis DRUG_ERA  [ANNER R
i R.B=ID, S.B=DRUG_CONCEPT _ID A2 1 C1
R S A2 1 C3
BNE B b
Al 0 1 C1
A2 1 2 C2 A3 2 C3
A3 2 1 C3 RV S Ad 1 C1
A4 1 3 C4 A4 1 C3
1 C5 A4 1 C5

see
@ https://www.informatik.hu-berlin.de/de/forschung/gebiete/wbi/teaching/archive/sose05/dbs2/slides/09_joins.pt
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Nestedloop Join

A Cost estimations

- - X R
I Supernaive
A n(R), n(S) number of records m\l\)\}
Randin S — X g

A10 =n(R)*n(S)

i Slight improvement
A R is outer relation, S is inner relation
A Each block of outer relation is read once
A Inner relation is read once for each block of outer relation
A B(R), b(S) number of blocks in R and in S
A10 =b(R) + b(R)*b(S)
A Usesmaller relation as outer relation
oo iC2NJ £ NHS NBflFiIAZ2YyZ OK2AOS |
@ https://www.informatik.hu-berlin.de/de/forschung/gebiete/wbi/teaching/archive/sose05/dbs2/slides/09 _joins.f
39
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Blocked Nestedoop Join(MySQL)

A Rule of thumbise all —— p——1E R

== ==
memory you can get I N | |

I Use all memory the buffer
manager allocates to your
process(but this might be
a difficult decision).

A Cost estimation N . X S
Outer relation is read once =
Inner relation is read once favery chunlof R
There are ~ b(R)/m chunks

1O =b(R) + b(R)*b(S)/m

S.B _Indexf S

A Our case (Index Join)
I Inner table is indexed, actually, obéocknested loop with index access

I b(R)*b(S)/m needs to be modified according to our assumptiergs the number

of different values of attribute B,-Bee search cost, etc.
see

@ https://www.informatik.hu—berlin.de/de/forschung/gebiete/wbi/teaching/archive/soseOS/dsz/indes/O?mjoins.p




Comments on MySQL Performance

A MySQL optimizer is smart but not perfe¥ou need to
profile slow SQLs with EXPLAIN statement and
optimizer hints then improve them.

A JOIN is potentially very expensive but required in all
practical queries, sw/e need understand the pros and
cons of various JOINSs.

A HDD cache and MySQL buffer pools are usually
effective.

A The query cache is deprecated as of MySQL 5.7.20, al
IS removed in MySQL 8.0.

41



Architecture of Impala

Hive HDFS

Impalad

(1) Send SQL
(6) Query results

Impalad Impalad

Query Planner

Query Coordinator

Query Planner Query Planner

Query Coordinator

=)

Query Executor : : > Query Executor

HDFS DN HBase HDFS DN HDFS DN

from http://cidrdb.org/cidr2015/Papers/CIDR15 Paper28.pdf




Impala Query Plan

EXPLAIN
SELECA person_iga.drug_concept_iddrug_era_start _datgb.vocabulary
FROMIrug eraa INNER JOIN drugb ONa.drug concept i=b.id;

04:EXCHANGE [UNPARTITIONED]

|
"02:HASH JOIN [INNER JOIN, BROADCAST]"

| hash predicatesa.drug_concept _ic b.id
| runtime filters: RFO00 <b.id

--03:EXCHANGE [BROADCAST]

|
|
| |

| 01:SCAN HDFS [default.p_drug?2 b]
| partitions=1/1 files=1 size=1.63MB

|
00:SCAN HDF@&efault.drug_eraa]

partitions=1/1 files=1 size=7.31GB
runtime filters: RFO08>a.drug_concept_id

43



Impala Query Plan (cont.)

04:Exchange
(Unpartitioned

02: Hash Join

Hash joins are executed on each node

00: Scan
drug_era

<
T~

03:Exchange
(Broadcast)

/
Broadcast hash table

to each node

01: Scan:
p_drug

44



Hash Join

Larger Table

DRUG_ERA

Hash Table Smaller Table

P _DRUG

Generate Hash

(—

Generate hash table from outer(smaller) table.

The hash table is sent to each node.

Query fragments are sent to each node.

Queries are executed on each node using the hash ta

see
@ https://www.informatik.hu-berlin.de/de/forschung/gebiete/wbi/teaching /archive/sose05/dbs2 /slides/09 joins.pdf
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Why Is Impala Fast?

A Massively parallel SQL engine
I All impala daemons argymmetric

I Performance scalability is approximately proportional to the
number of nodes (clusters).

A Runtime code generation usitd VM

I LLVM is a modular and reusable complier library and collection
of related tools.

A 1/0 management
I Using HDFS feature callsidort-circuit local reads

A Hash Join
I Not always fastest join algorithm. It depends on your objectives.

46
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Exporting Data to SAS

A Hue workbench supports exporting of SQL output in CSV/Excel fort
A impalashellcommand is preferred for very large SQL output.
A Need SAS/ACCESS to {Hadoop, Impala}?

Windows10 (SAS/EG) Windows10 (VM Host)
SAS/EG VM (CDH5)
(Import CSV) (Export CSV)

File share between
_ _ Windows and VM
Windows File Share

48




Export Table in CSV Format

Wlndowslo (VM Host) Windows10 (VM Guest)

EWTLVEE =
P $ cd mnt/hgfRWDAmpalaOutput
e A Rk s ]
ol A Cantoses Ay FEFDECLD, RIETL FONS LN P,
> o= bR T e PR ot
VT i j s, Fe o AL TR
(SR ERE O =man(D)

BUETL L e $ impalashell -i nd1.matsuya.org-B -0 _drug--

Ly PR b
G vhwara Tools BB D

__!UNE #RK" 2#ILH(E)

I - output_delimiter” U-g Yselect * from _drug"

A= FERLTE A
F IR F I

iBhocA)... HIFR(RY FOMF P
AL =) ( )
v < | ImpalaOutput - [m] X
Windows10 (SAS/ EG) = o =
- v A > PC » RYa-A(S:) > RWD > ImpalaOutput vl palaQutputDIE = o)
2 0= K547 v ImpalaOutput (¥¥MYCOMPUTER) (T) - D X . )
T 5] D56 2B0XVvE2
« 4 = > PC > ImpalaOutput (¥MYCOMPUTER) () v P Lo 28 ExoE 25 $4X
— ) . * 7497 7OEA
54 8 U Xv =2 @ - 2 | _condition 2018/08/27 11:13 774 272K8B
- R ~ — W 777 * g R = - %
B o7 A AN E#ER &3 #4X ) | drug 2018/08/27 11: 74 126,044 KB
b 2907 ] _condition 2018/08/27 11:13 774 ) 272KB ‘ ¥9v0-K "
e O-DL 7427 (C) 7 _drug 018/08 3 I 6,044 KB = FFaxvh *
= 0-NL 7427 (D) = EoFv
- . 7 (E)
@ O-Db 7437 E) Cent0S6_Database
= 0-NL 7127 (F) v
CentOS69 2
dhs5 (¥¥X. ) =
= cdhs (¥X201s) () 2EOEE R REE H e
= ImpalzOutput (¥MYCOMPUTER) (T) . | L5
13BOEE (BET (A5 142 GB) 1.29GB B 2> Fa-5-
& #9k0-7
[ GALOIS .
DEE B E
AE (EET (D4R 143 6B) 123 MB o 0-HL A >h5Ryh
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Analysis using SAS/EG

Windows10(SAS/EG)

g l



