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What is Machine Learning, Anyway? 
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ABSTRACT  

Heard lots of talk about Machine Learning and Artificial Intelligence, but not really sure what it all means 
and how it is different from the statistics you learned once? In this presentation, we'll look at what 
machine learning is, look at the basics of the approach and give an overview of some of the more popular 
algorithms and when they might be used. 
 

INTRODUCTION  

Discussions about Artificial Intelligence (AI) and Machine Learning (ML) are everywhere.  You’ve 
probably heard your company leaders say things like they need to use AI/ML to improve processes.  
Maybe you saw that Microsoft is making a big investment in OpenAI, the company behind the ChatGPT 
application.   AI & ML are terms that are used interchangeably, but do have different meanings: 

Artificial Intelligence is the development of systems that can perform tasks which typically require 
human intelligence, such as speech recognition, visual perception, as decision making, all done without 
human intervention.  AI systems have been in place since the mid 1950s, when the RAND corporation 
created something called the Logic Theorist, which could prove mathematical theorems using symbolic 
logic.  AI systems don’t always have complicated mathematics under the hood, often they rely on well-
defined rules to make decisions.  One of the earliest applications of AI in medicine was the MYCIN project 
from Stanford University in the 1970s, which was used to identify sources of bacterial infections and 
recommend antibiotic regimen.  It walked the physician through several yes/no questions about the 
patient and provided a ranked list of likely bacterial culprits. 

Machine Learning refers to algorithms that train computer systems to improve their performance on 
specific tasks by learning from data, without explicitly being programmed with rules on how to do so.  ML 
algorithms are able to learn from experience, make predictions and decisions, and improve their 
performance over time.  ML is often considered a branch of AI.  ML algorithms have also been in 
operation since the mid 1950s, with one of the early algorithms being the Perceptron, which was used to 
classify input data into two categories.  This early form of a neural network (more on those later) was 
developed in 1958. 

At this point, you may be wondering what the difference between ML and statistical modeling is.  While 
there is a fair amount of overlap in the two fields, but there are some key differences (Table 1). 

 

 Statistical Modeling Machine Learning 

Data Data has some underlying probability 
distribution 

Wide range of data types 

Goals Test hypotheses / explore relationships Make predictions / decisions 

Approach Specify a model and estimate 
parameters 

Learn patterns by itself 

Scope Smaller data with a specific question Large, complex data with many variables 

Model 
Validation 

Check the underlying assumptions about 
the data 

See how the model does on data from a 
hold-out sample 

Table 1. Statistical Modeling Approach vs Machine Learning Approach 
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Machine Learning also has slightly different nomenclature from what you may recall from your statistics 
class (Table 2). 

 

Statisticians Say … ML Practitioners Say … 

Variable Feature 

Independent Variable / Predictor Input 

Dependent Variable Target 

Observation Object 

 Table 2. Differences in Nomenclature 

 

Machine Learning algorithms are classified as different types of learning.  The types you typically hear the 
most about are Supervised Learning, Unsupervised Learning, Deep Learning and Reinforcement 
Learning. 

 

SUPERVISED LEARNING  

Supervised learning is a type of ML algorithm that is trained on a labeled dataset. That means the model 
is given data where the value of the outcome/prediction is known and figures out on its own how to 
predict the target variable based on the values of the inputs.  These types of models are most commonly 
used for regression, where the target is a continuous variable, or classification, where the target is a 
categorical variable.  When building and evaluating a supervised learning model, the data is generally 
broken into two partitions: the training data set (70-80% of the observations) and the test (or validation) 
data set.  Models are built on the training data, then their performance is evaluated on the test partition.  
This is done to prevent overfitting a model on a specific data set and to see how the algorithm will perform 
on new observations.  Let’s look at some of the more common types of supervised learning models you 
may encounter when doing clinical research. 

TYPES OF SUPERVISED MODELS  

LOGISTIC REGRESSION 

There is some debate over whether a logistic regression is a purely statistical model or a machine 
learning model, but it is generally grouped with ML models.  Logistic regression is generally used to 
predict binary outcomes (Yes/No, Success/Failure), but can also be used for a categorical variable with 
multiple levels.  This is the first classification model most people learn. It’s very similar to a regular linear 
regression, but there are some differences because you are predicting a binary outcome.  Because this 
type of model is statistically based, you will see things like p-values on different variables to say if they 
are useful to the model. Logistic regression models can also consider variable interactions.  If the inputs 
are categorical variables, you may have to use ‘dummy’ variables to code them, otherwise logistic 
regression will treat them as numeric fields.  Logistic regression models produce an equation that can be 
used to score new observations.  The output prediction is a probability – you must specify a prediction 
cutoff point to classify a new observation as a success or failure (typically the default cutoff point is at .5, 
so if the model returns a .48, the observation will be classified as a 0).  The cutoff point can be adjusted 
based on how bad a wrong answer is – usually a false negative on a diagnostic test is much more 
dangerous than a false positive, which might lead to a more invasive test, so you should set the cutoff 
point to minimize the false negatives.  Logistic regression models are also “case complete” models, 
meaning that if an observation has one missing value out of all the variables, the entire case is excluded 
from the model. Because of this, imputation of missing values is often performed prior to modelling. 

 



 
 

3 

DECISION TREES 

Decision trees can be used for both classification and regression (both categorical and numeric targets) 
but are more frequently used for classification models.  They recursively look through all the values of the 
variables to determine the variable and cut point which will divide the observations into the two most 
distinct groups. For example, with the SASHELP.HEART data (Figure 1), the overall survival rate of the 
population is 61.8%.  The decision tree looks through all the variables and determines that the best place 
to have initially split the data is on the “Age at Start” at the value of 48 – this was the value that had the 
biggest impact on splitting the observations down different branches of the tree.  Nodes with colors in 
them represent leaves, which are groups that don’t need to be split any further.  In this example, the 
yellow box at the top only has 22% survivors (Age >= 56, there were two splits of Age to get to that leaf), 
while the blue box at the top left has a survival rate of 82% (Age < 48 or missing; BP Normal, Optimal, or 
missing). 

 

 

Figure 1. Decision Tree for predicting Status (Alive/Dead) in the SASHELP.HEART dataset. 

 

As you can see in that first leaf, decision trees treat missing values as just another value, so all 
observations are used.  Typical parameters about the model you can set are:  

• Maximum Branches – how many splits can you make at any node (here it’s 2) 

• Maximum Levels – how many splits downward you can make (this tree has a depth of 5) 

• Leaf size - the minimum number of observations you can have in a leaf 

Decision trees are very easy to understand and to implement – the output of a tree produces a series of 
if-then rules which can be easily programmed into any language.  As such, they are an excellent model to 
use to explain a particular problem. 
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RANDOM FORESTS 

Random forest models, as the name sort of implies, are a collection of randomly generated decision 
trees.  The algorithm basically works as follows: 

1. Data is randomly sampled (with replacement) to create multiple subsets of observations (these 
are called bootstrapped samples). 

2. For each sample, a decision tree is trained using a randomly sampled set of variables. 

3. Once the trees have been trained, predictions are made running new data through each decision 
tree. The final prediction is based on a majority vote of the individual trees. 

Because they combine predictions of multiple trees, random forest models are generally more accurate 
and less prone to over-fitting than single decision tree models.  

GRADIENT BOOSTING 

Gradient boosting also combines several simple models to create a strong predictive one.  Here’s how it 
works: 

1. Start with a simple model, like a tree, and train it to make predictions. 

2. Calculate the errors between the predicted values and the actual values for each observation. 

3. Build a new model to predict the errors calculated in step 2. 

4. Combine the base model and the error prediction model to make new predictions. 

5. Cycle through steps 2-4 until the new error rate stops improving, or until a set number of 
iterations has been reached. 

6. Final version gives final predictions. 

Gradient boosting models are popular because they can handle complex relationships between the 
features and the target variable.  They are also effective at handling missing data and cases with outliers. 

UNSUPERVISED LEARNING  

Unsupervised ML models are techniques where the data is not labeled or classified, so there is no target 
to predict.  These models are used to discover patterns, relationships, and structures in the data.  They 
are used in cases such as customer segmentation, anomaly detection, reducing the number of variables 
in a model, and recommendation systems. 

CLUSTERING OBSERATIONS 

Clustering is a popular method for doing customer segmentation based off multiple inputs.  It is also used 
in variable reduction strategies (for example, instead of using dozens of demographic and lab values at 
baseline, use those values to group subjects into similar types of subjects, and use that group as a single 
input variable).  The model works as follows: 

1. Start by picking a number of clusters you want 

2. Randomly assign points as the centroid of the clusters 

3. Determine the distance from each centroid to each observation  

4. Assign each observation to the nearest centroid 

5. Find the new centroid of the observations  

6. Repeat steps 3-5 until no observations move clusters and the centroids stay constant 

7. Evaluate this process for multiple starting numbers of clusters until you find the number that does 
the best job explaining the variation (there is a statistical method for that) 

8. Assign the cluster number as a feature in the dataset and summarize the clusters 
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Figure 2. Creating clusters from the SASHELP.IRIS dataset 

 

Figure 2 shows a classic example of clustering data from flower measurements into three groups that 
have similar measurements of the sepals (the green part that supports the flower) and petals.  In this 
case, cluster membership is an excellent predictor of flower type. 

 

PRINCIPAL COMPONENT ANALYSIS 

Principal component analysis (PCA) is another technique that tries to reduce the number of features used 
in a model (also called reducing the dimensionality of a dataset).  It determines which features explain the 
variance in the dataset, then creates a new coordinate system that is defined by these features. 

 

 

Figure 3. Illustration of reducing dimensionality of a dataset with PCA. 
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Figure 3 gives a simple example of this – the dataset itself has two features, the X and Y axes.  The 
green line represents a way to reduce those two variables to just one – the position on a new number line 
explains a large amount of the variability in the two-dimensional data.  It gets a little tricky to picture this in 
your head with large amounts of data, but the algorithm finds the best set of reduced dimensions to 
explain the data. 

1. Standardize each variable in the dataset (subtract the mean and divide by the standard deviation) 

2. Calculate the covariance matrix from the standardized data 

3. Calculate the eigenvalues and eigenvectors, which are elements in linear algebra.  The 
eigenvectors are the direction of the new axes, the eigenvalues show how much of the overall 
variance is captured in this direction 

4. Choose the principal components – pick the smallest number of eigenvalues that explain most of 
the variance.  They will sum to 100%, usually you pick enough components such that the 
eigenvalues sum to 90% 

5. Project the full data onto the principal components.  Now instead of say 15 inputs, you may just 
have three principal components 

 

PCA is commonly used for compressing image data and feature selection upstream of a new model.  
Using fewer features can be a big help to ML algorithms that are computationally intensive. 

 

ASSOCIATION ANALYSIS 

Association models are used in recommendation systems like those on Amazon that suggest other things 
you might want to buy once you add an item into your cart or Netflix suggesting your next movie.  These 
models identify patterns in the dataset to see how likely things are to be purchased together.  The Apriori 
algorithm, developed in 1994, is one of the most common used to perform association analysis.  Here’s 
how it works: 

1. Data is converted into a transactional format – each transaction (purchase, movie rental) has 
columns for all the items, and a 1 is entered in the column if the item was purchased and a 0 if 
not 

2. Identify sets of items that are frequently obtained together 

3. Generate association rules that reflect often people who buy object A also buy object B 

4. Rank the association rules by how often items are purchased together 

 

The strongest association rules are then used to make suggestions about what else might be of interest.  
In addition to market basket analyses applications, association analysis is used in fraud detection and 
supply chain optimization. 

 

DEEP LEARNING  

Deep learning is the branch of ML people most think of when they think about artificial intelligence.  As we 
saw earlier, neural network models have been around since the 1950s, but the explosion of data and 
computing power has dramatically increased their complexity and usage.   

Neural networks got their inspiration (and name) from the structure and function of the human brain, 
where neurons are connected in complex networks to perform a variety of tasks such as a decision 
making and recognition.  Figure 4 shows the basic layout of a neural network. 
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Figure 4. Basic Structure of a Neural Network 

 

Neural networks are made up of three types of layers: 

• Input Layer:  the data 

• Output layer:  the value of the target variable 

• Hidden layer(s):  the intermediate steps to learning how to go from the input data to the target 
variable 

The circles in Figure 4 are referred to nodes.  The value at any node is calculated like this: 

𝑦 = 𝑓(𝑊 ∗ 𝑋 + 𝑏) 

• y is the output of the neuron 

• f is the activation function that determines the value based on the inputs.  There are several 
different activation functions possible, and some algorithms try several functions to determine the 
one that makes the best predictions.  Different layers can have different activation functions. 

• W is a set of weights that indicate how important the values of the upstream nodes are. 

• X is the vector of outputs of the upstream neurons 

• b is a bias term that makes an adjustment to the output of the activation function. 

 

The training process of the neural network will find the best set of weights and biases to minimize the 
error between predictions and actual values of the target variable.  Even in a simple neural network there 
can be thousands of parameters to calculate, so these models can be very computationally intense, often 
requiring GPUs (Graphical Processing Units) to help with the calculations.  They also require massive 
amounts of labeled data.  Different types of problems will require different structures (number of hidden 
layers and nodes in each layer) of neural networks. 

 

• Convolutional Neural Networks (CNN): commonly used in computer vision applications 

• Recurrent Neural Networks (RNN): natural language translation and sentiment analysis 

• Generative Adversarial Networks (GAN): generate new data that is similar to training data, 
such as realistic images or videos 
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MODEL EVALUATION 

A key part to training and testing supervised ML and Neural Networks is to use model evaluation 
techniques to evaluate the accuracy and efficacy of your models.  There are many different methods of 
evaluation; we’ll focus on four of the most common. 

MISCLASSIFICATION RATE 

Recall that the output of a binary prediction model is the probability of having a success (however it was 
defined).  You then apply a cutoff point, and any observation with a probability above that cutoff point has 
a predicted value of 1 and for the ones below the probability is a 0.  The misclassification rate is then 
simply the percent of occurrences where the predicted value matched the actual value. 

 

Figure 5. Misclassification Rate 

Generally, a lower misclassification rate is better, but you also need to factor in the impact of a false 
positive versus a false negative. 

CONFUSION MATRIX 

A confusion matrix is another way of looking at misclassification, except you look at the actual numbers 
instead of just seeing a misclassification percentage. 

 

Figure 6. Confusion Matrix 
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The values in the confusion matrix are used to calculate multiple measures (including misclassification 
rate).  The two most commonly used are: 

• Sensitivity – the percent of the time the model predicts an observed success as a success 

• Specificity – the percent of time the model predicts an observed failure as a failure 

 

In both the misclassification rate and the confusion matrix, the value of the cutoff point plays a major role.  
If you change the cutoff point, you change the values in the confusion matrix, and will have different 
measures of sensitivity and specificity. 

 

ROC CURVES 

ROC (Receiver Operating Characteristic) Curves plot the true positive rate (specificity) vs the false 
positive rate (1 – Specificity) across all possible cutoff points. 

 

 

Figure 7. ROC Curve 

 

The closer the curve is to the upper left side of the axis, the better the model is performing.  When 
comparing multiple models, look for the highest curve.  Besides a visual examination, the results from the 
ROC curve are often reported as a single number:  AUC, or the area under the ROC curve.  For binary 
outcomes, the AUC is equivalent to the c-statistic,  a measure of concordance.  These measures all cover 
every possible cutoff point, so they are good ways to evaluate model performance.  

 

LIFT CURVES 

Lift curves show how well the model identifies outcomes compared to random choice.  Consider an 
example where you have a sample of 1000 observations, and you know that 20% of them are classified 
as failing your test.  If you picked 100 of them at random, you’d then expect to see 20 who actually failed 
the test. 

Now, order the 1000 observations by the value of the model prediction, take the highest 100 predictions 
and see how many of them failed.  If you see, for instance, 40 failures, then the model provided a lift of 
40/20 = 2.0 for this first group of observations.  Move over to the next 100 and do the same thing.  A lift 
curve shows those results. 
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Figure 8. Lift Curve 

Lift curves will always be over 1, and at the last percentile, will always end up at 1.  In Figure 8, the gold 
line represents the lift for the best possible model, so you can get a sense of how well your model did. 

In all these examples, you can compare multiple ML models on the same data to see which one 
performed the best (which, admittedly, is a bit of a qualitative measure). 

CONCLUSION  

Machine Learning models have been around for decades, but the increased availability of data and 
computing power has led to them being applied to more and more use cases. It’s important to have a 
sense of what they are and how they work.  We’ve added some places to learn more in the 
Recommended Reading section.  As you delve deeper into using or learning about ML, it is vital that you 
understand the sources of bias that will creep into the process – please check out the global forum paper 
on the list.  
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RECOMMENDED READING / VIEWING 

• Some useful wiki pages about specific algorithms: 

• https://en.wikipedia.org/wiki/Logic_Theorist 

• https://en.wikipedia.org/wiki/Mycin 

• https://en.wikipedia.org/wiki/Perceptron 

• https://en.wikipedia.org/wiki/Apriori_algorithm 

• A 2020 SAS Global Forum paper on Bias in Machine Learning: 
https://www.sas.com/content/dam/SAS/support/en/sas-global-forum-proceedings/2020/4506-2020.pdf 

• The 3Blue1Brown YouTube channel has many excellent videos about ML and math in general.  This 
one in specific does a great job explaining Neural Networks: 
https://www.youtube.com/watch?v=aircAruvnKk  

• https://www.aiweirdness.com/ is a great website about ways AI systems do unexpected things.  Her 
book, You Look Like a Thing and I Love You is probably the best introduction to AI you could read. 

https://en.wikipedia.org/wiki/Logic_Theorist
https://en.wikipedia.org/wiki/Mycin
https://en.wikipedia.org/wiki/Perceptron
https://en.wikipedia.org/wiki/Apriori_algorithm
https://www.sas.com/content/dam/SAS/support/en/sas-global-forum-proceedings/2020/4506-2020.pdf
https://www.youtube.com/watch?v=aircAruvnKk
https://www.aiweirdness.com/


 
 

11 

CONTACT INFORMATION  

Your comments and questions are valued and encouraged. Contact the author at: 

Jim Box 
SAS Institute 
Jim.Box@sas.com 
 

Any brand and product names are trademarks of their respective companies.  
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