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ABSTRACT  

INTRODUCTION: Today Real World Evidence (RWE) derived from Real World Data (RWD) is essential to explore 
target patient populations (TPP) and more accurately inform robust initial trial hypotheses and expected performance. 
Applying RWD creates more patient-centric protocols, identifies and reduces operational risk and development costs, 
while also increasing the likelihood of regulatory approval and patient retention. 

METHODS: Three scenarios of conventional and novel methods of informing target patient populations intended for 
Phase II and III clinical trials were explored and compared on overall population counts, demographic and baseline 
characteristic distributions, and scientific robustness using SAS Viya and Python.  The first scenario (STRINGENT) 
implements a conventional approach where a subject matter expert defines the study TPP based on expertise and 
literature.  The second scenario (RELAXED) leverages RWD with a subject matter expert to determine the impact of 
removing an exclusion criterion on the patient count, as well as the scientific robustness of the study.  The third 
scenario (ML+SME) leverages RWD and machine learning algorithms to determine the role and importance of 
comorbidities in defining the eligibility criteria. 

RESULTS: The results showed that relaxing eligibility criteria in the RELAXED scenario increased the population 
count without compromising the scientific robustness of study outcomes.  Although, machine learning algorithms in 
the ML+SME scenario revealed potentially additional exclusion criteria and smaller counts, it suggested a more 
precise TPP, which would yield less attrition, greater retention, and more efficient trial operations. 

CONCLUSION: RWE is a necessary and critical factor in assessing clinical trial feasibility. 

INTRODUCTION 

Today Real World Evidence (RWE) derived from Real World Data (RWD) is essential to explore target 
patient populations (TPP) and more accurately inform robust initial trial hypotheses and expected 
performance. Applying RWD creates more patient-centric protocols, identifies and reduces operational 
risk and development costs, while also increasing the likelihood of regulatory approval and patient 
retention. 

METHODS 

Three scenarios of conventional and novel methods of informing target patient populations intended for Phase II and 
III clinical trials were explored and compared on overall population counts, demographic and baseline characteristic 
distributions, and scientific robustness using SAS® Viya®, SAS® Cohort Builder, R and Python.   

Figure 1 illustrates the process to using RWD for clinical trial feasibility.  
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Figure 1 Process Flow of Leveraging Clinical Trial Feasibility 

This process yields a multifaceted approach to data-driven clinical operations.  Clinical Trial Operations 
professionals goal is to minimize risk to the patient and risk to the process. These teams are then able to 
identify opportunities to expand eligibility criteria (RELAXED) versus recruiting a more precise (ML+SME) 
and fewer potential eligible patients. Both approaches have potential impact on patient recruitment and 
patient retention, limiting potential protocol amendments.  SAS® Viya allows researchers to develop and 
execute code in SAS, R, Python and other opensource languages).  

DEFINE, BUILD AND ANALYZE A COHORT 

The first scenario (STRINGENT) implements a conventional approach where a subject matter expert defines the 
study TPP based on expertise and literature.  SAS® Cohort Builder was used to build a TPP using RWD that was 
registered on the platform.  Inclusion and exclusion criteria were defined as concepts using a sophisticated 
combination of ICD-10 codes, HCPCS Procedure Codes, and ICD-10 Procedure Codes to determine eligibility for 
clinical trial participation.  All Acute Coronary Syndrome patients who had a newly assigned ICD-10 diagnosis code of 
I24.* were included and any of those initial patients who also had a Coronary Artery Bypass Graft (CABG) or Stress 
test procedure or a Chest Pain diagnosis (ICD-10= R07.*) were excluded. 
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Display 1 Defining "Stringent" TTP using SAS® Cohort Builder 

Since this work also tested the scientific robustness of the TTP definition, analysis variables -namely all endpoints 
and covariates- were also defined and included in this scenario as shown in Display 2.   

Covariates included: 

1. Ten year age groups 
2. Elixhauser Comorbidity Risk Score 
3. Hyperlipidemia (ICD-10 E78.5) 

Endpoints included: 

1. Stroke 
2. Myocardial Infarction or Cardiac Catheterization 

 

Display 2 Building Covariates and Endpoints to Test the Scientific Robustness 

Display 3 illustrates the three TPP and their respective patient count.  Notice that the RELAXED yielded more than 
10,000 more patients than the STRINGENT TPP.  However, the ML+SME TPP yielded a notably smaller patient 
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count.   

 

Display 3 Building Three Separate TPP Scenarios 

Display 4 shows how the second scenario (RELAXED) leverages RWD with a subject matter expert to determine the 
impact of removing an exclusion criterion -chest pain (ICD-10= R07.9)- on the patient count, as well as the scientific 
robustness of the study.  Display 4 shows the second cohort with RELAXED criteria.  Note that the N with RELAXED 
is greater than the patients who meet the STRINGENT eligibility in the near future. 

 

Display 4 TTP with Relaxed Criteria 

The third scenario (ML+SME) leverages RWD and machine learning algorithms to determine the role and importance 
of comorbidities in defining the eligibility criteria. 

IDENTIFY VARIABLE IMPORTANCE WITH MACHINE LEARNING 

A data-driven approach to select the eligibility criteria related to the outcome of interest by the support of 
machine learning analyses and SME and how will that impact the cohort is a novel approach to determine 
potential confounding or precision variables.   

USE ML IN SAS 

Leveraging SAS® Studio, CAS Actions for a Random Forest model were executed to determine 
potentially new eligibility criteria. 
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Display 5 SAS(R) Code of Random Forest Model to Determine Variables of Importance 

USE ML IN R 

The variable importance (ranking) can be observed in the Console by entering ñresults$DTreeVarImpInfoò 
to see CAS data frame object using R as seen in Display 6.   

 

Display 6 R SWAT Package to Determine Variables of Importance 

USE ML IN PYTHON 

The variable importance (ranking) can be observed in Jupyter Notebook using Python code to execute a 
Random Forest Model using SWAT as shown in Display 7.   

 

Display 7 Python SWAT Package to Determine Variables of Importance 
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Display 8 Variable of Importance Output from ML Models 

VISUALIZE AND INTERPRET FINDINGS 

Once each TPP is built in SAS® Cohort Builder, Cohort Characterization reports were executed on each 
one to assess demographic and geographic distribution between them. Display 9 illustrates the Cohort 
Characterization report for the STRINGENT TPP. 

 

Display 9 Cohort Characterization Report 

COMPARE BASELINE DATA 

Once each cohort was built, baseline demographic characteristics were visualized and compared.  
Descriptively, if the cohorts were not comparable, this would indicate a potential bias and potentially 
introduce yet more error.  Display 10 illustrates the visual analysis of the three cohorts and demonstrates 
no major demographic differences between them. 
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Display 10 Comparing Baseline Characteristics of Each Cohort 

Display 11 demonstrates the ease with which clinical operations teams can identify potential sites for 
patient recruitment based on the geographic distribution of the patients. 

 

Display 11 Comparing Geographic Distribution of Each Cohort 

TEST SCIENTIFIC ROBUSTNESS 

The risk of removing stringent exclusion criteria such as ñchest painò is that noise has now been 
introduced to the analysis.  This inherently increases bias and, subsequently, increases error.  Thus, 
introducing noise requires the team to assess the impact to the scientific robustness of the study.  There 
is a chance that the noise could compromise the scientific robustness of the study, yielding it obsolete 
despite the larger pool of patients that could potentially enroll in the study. 

Display 12 illustrates the first step in exploring this impact.  The statistical analysis plan may have called 
for an ñindustry standardò predictive analytic such as a logistic regression to test the adjusted likelihood of 
the primary or secondary endpoint -stroke or MI or Cardiac Catherization.  SASÈô Automated explanation 
allows quick and robust machine learning and natural language generation (NLG) óout of the boxô to 
determine which factors (variables) are most important in predicting the outcome ñMI or Cardiac Cathò.  
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SAS® Viya eases the burden of exploratory analyses by allowing researchers to duplicate a logistic 
regression as another predictive or machine learning analytic with the same target variable and 
parameters with auto hypertuning as shown in Display 13 and Display 14.   

 

Display 12 Exploratory Impact Analysis Using Automated Explanation 

 

 

Display 13 Duplicated Automated Explanation as a Logistic Regression 
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Display 14 Duplicated Logistic Regression as a Neural Network 

Once we were able to explore various predictive and ML analyses to assess the scientific robustness of 
the study with RELAXED or ML+SME criteria defining the TPP, all the models were compared to identify 
the best fit model based on the fit statistic of choice.  Display 15 illustrates the ease with which the 
models were compared. 

 

Display 15 Comparing Models to Determine the Best Fit Model 

Display 16 demonstrates the interface through which an appropriate fit statistic is selected. 
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Display 16 Determine the Best Fit Statistic 

BUILD FINAL MODELS AND INTEGRATE 

Once the best fit models were identified, a model pipeline was built to be repeated deployed as needed.  
Display 17 shows the model pipeline developed for this work.  It includes all data that were used in 
executing the models, all of the models tested, including the R Random Forest Model, and the Model 
Comparison results.  Each node is interactive and allows users to navigate to the appropriate interface or 
step within each to further edit or execute. 

 

Display 17 Model Pipeline 

Display 18 demonstrates what users will find when the R Random Forest model node is clicked and 
entered.  R Studio is opened and shows the code to edit or modify. 




