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ABSTRACT 

Choosing the optimum statistical test is crucial to generate accurate results in a quantitative 

research study. However, digging through piles of diagnostic test reports for useful results 

may, at times, be a tedious task for beginners in the field of biostatistics, especially when 

there are many variables to examine. The purpose of this paper is to share an efficient way to 

automate the process of selection between non-parametric and parametric tests with the 

SAS® output system and SAS® macro. The statistical tests that are used as examples are 

some of the most widely used tests in Table 1, the summary table of population 

characteristics most medical publications: Chi-square test, Fisher exact test, Independent 

two-sample T-test, Wilcoxon-Mann-Whitney test, ANOVA test, and Kruskal-Wallis test. The 

test selection is based on variable type, variable category, sample size, and sample 

distribution. The results of the test selection and associated p-values, as well as basic 

descriptive statistics, will then be compiled into one dataset, which can either be printed for 

use as a handy reference or exported to Excel for further formatting. 

 

INTRODUCTION 

When conducting quantitative research studies, descriptive tables to demonstrate differences 

among study populations and provide the audience an overview of the data characteristics. 

However, these tables can be very time-consuming to create. Variables often need to be 

individually specified, as different SAS® procedures may be required for the calculation of 

statistics tests. Some variables, due to smaller sample size or skewed sample distribution, 

require non-parametric tests, such as Fisher exact test, Wilcoxon-Mann-Whitney Test or 

Kruskal Wallis test; while other variables with larger sample size or normal distribution, need 

parametric tests for more accurate results, such as T-test, Chi-square test and ANOVA test. 

The inspection process can be very tedious when handling a large number of variables, as 

the diagnosis tests often produce pages of reports. 

Since SAS® stores all calculated statistical data from each procedure in temporary datasets, 

it is possible to suppress the cumbersome SAS® reports. With the powerful Output Delivery 

System (ODS) and “OUT=” option, you can convert selective diagnostic tests report into 

datasets. The key values of the tests can then be stored in macro variables and used to guide 

to guide your code to the relevant tests. 

In the following sections, I will outline a macro which automate the process of test selection 

and output the results with p values into a readable dataset. The dataset generated can be 
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effectively used for Table 1 in many research papers. The example presented in this paper 

will use Base SAS® and is appropriate for the beginning to intermediate statistical 

programmer or analyst. 

 

MACRO PARAMETERS 

%macro table1(dataset=, row_=, col_=, n_=, median=, dec=, 

output=); 

 dataset: Identifies the user input dataset. 

 col_: Name of the comparison groups, delimited by space. 

 row_: List of variables to be summarized in the table, delimited by space. All continuous 

variables need to be numeric. All categorical variables need to be character. 

 n_: List of continuous variables that required to be analyzed using parametric tests, 

irrespective of the results of normality tests provided by this macro. Delimited by space.  

 median: Options to output median and interquartile range or mean and standard 

deviation for all continuous variables. 

1: output median(q1-q3); 

0: output mean(SD). 

 dec: Number of decimal places that you want to keep in the table. 

 output: Name of the output dataset. 

 

DETERMINE VARIABLE TYPE 

First, the macro uses the function “vtype” to determine variable type and stores the result into 

the macro variable “type”. If the variable is numeric, the macro will proceed to execute the test 

procedures for continuous variables; otherwise follow the test procedures for categorical 

variables instead. This allows the macro to differentiate between the two variable types and 

appropriately apply the corresponding statistical tests. 

data _null_; 

  set &dataset(obs=1); 

  call symput('type',vtype(&row)); 

run; 

%if &type=N %then %do; 

 

CONTINUOUS VARIABLE 
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When choosing a statistical test for continuous variables, two key points to consider are the 

number of categories to compare and whether the data follows a normal distribution. By 

taking these factors into account, you can select an appropriate test that will help you draw 

meaningful conclusions from your data. To examine the difference between two independent 

groups of continuous variables, the Independent Two-Sample T-Test or Wilcoxon-Mann-

Whitney Test are the most commonly used tests. The Independent Two-Sample T-Test is 

suitable for normally distributed samples, while the Wilcoxon-Mann-Whitney Test is better for 

skewed or non-normal data and small sample sizes. If the comparison groups have more than 

two categories, an ANOVA test could be used when the samples are normally distributed, and 

a Kruskal–Wallis test is used when the distribution is not normal. 

In this macro, the first step of diagnostic test is to check the data distribution. SAS® has 

offered four commonly used normality tests: Shapiro-Wilk test, Kolmogorov-Smirnov (K-S) 

test, Anderson-Darling test, and Cramer-von Mises test. These tests are generally powerful to 

detect abnormality in the data.  

In this macro, I use Shapiro-Wilk / Kolmogorov-Smirnov test in PROC UNIVARIATE 

procedure for normality test. 

   proc univariate data=&dataset normal noprint;  

  var  &row; 

  by &col; 

  output out=test_  

        normal=normal 

    PROBN=PROBN; 

   run; 

 

   data test; 

     set test_; 

     var="&row"; 

     varcat="&row"; 

     if min(probn)< 0.05 then normal_=0; else normal_=1; 

     call symput('normal',normal_); 

     drop normal PROBN ; 

   run; 

“Normal” is the variable name of the normality test statistic, and “PROBN” represents the p 

value of the normality test. SAS® outputs the Shapiro test statistic for sample sizes up to 

2,000, and the Kolmogorov-Smirnov test result for sample size greater than 2,000. The test 

result is used to generate a macro “normal” which indicates the normality. 

Relying solely on test statistics and p-values can lead to incorrect conclusions in certain 

situations. SAS® also provides powerful Graphical methods, such as normal quantile-quantile 

plot (Q-Q plot) and kernel density plot, to display the overall distribution along with the 

statistical tests. It is recommended to use graphical methods in conjunction with statistical 
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tests to ensure accurate and reliable results. The following codes produce a Q-Q plot to 

further investigate the normality. 

proc univariate data=&dataset normal noprint;  

  var &row; 

  by &col; 

  qqplot/normal; 

  title "Q-Q Plot for &row by &col (Normal=&normal)"; 

run; 

If the Shapiro/Kolmogorov-Smirnov test rejects the normality assumption, but upon reviewing 

Q-Q plots, you determine that a parametric test would better optimize the statistical power, 

you can add the variable name to the "n_=" parameter of the macro. This will cause the 

macro to ignore the normality test results and directly conduct the parametric test: 

%if "&n_" ne "" %then %do; 

   %let ncount= %sysfunc(countw(&n_.)); 

   %do k= 1 %to &ncount; 

     %let n = %scan(&n_, &k, ' '); 

     %if %sysfunc(index(&row, &n))>0 %then %do; 

        %let normal=1; 

     %end; 

    %end; 

%end; 

The second step of diagnostic test is to count the number of categories. The following 

process will count the column categories and store it into a macro variable “n_cat”.  

proc sql noprint; 

   select count(unique(&col)) into: 

   n_cat 

   from &dataset; 

quit; 

Now, with the results of the normality test and category count stored in macro variables 

"normal" and "n_cat", we can perform the appropriate test and output the p-values. The 

following code will output the test results of the Wilcoxon-Mann-Whitney Test or Kruskal-

Wallis Test when the normality assumption does not hold: 

%if &normal=0 %then %do; 

    proc npar1way data=&dataset wilcoxon noprint; 

      class &col; 

      var &row; 

       output out=wil; 

    run; 

 

  data teststat; 
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    set wil; 

    var=_VAR_; 

    if &n_cat=2 then do;  

      testtype="Wilcoxon"; 

      pvalue=PT2_WIL; 

    end; 

    else if &n_cat=3 then do;  

       testtype="Kruskal-Wallis"; 

       pvalue=P_KW; 

    end; 

 keep var pvalue testtype; 

    run; 

%end; 

 

“PT2_WIL” is the default variable name for p value of Wilcoxon-Mann-Whitney Test, whereas 

“P_KW” is the name for the p value of Kruskal–Wallis test. 

If the normality assumption is not rejected, PROC TTEST can be an effective tool to 

accurately estimate the difference between the two population means. Notice that there’s no 

“out=” option in PROC TTEST procedure, this is when ODS OUTPUT statement comes into 

play. Using ODS OUTPUT, this section of code puts the PROC TTEST results into two 

different SAS® data sets, one containing the statistics portion of the PROC TTEST, whereas 

the other containing variance equality section. “ODS exclude all” and “ODS exclude none” is 

used to suppress output of the test results.  

ods exclude all; 

    proc ttest data=&dataset; 

     class &col; 

     var &row; 

     ods output Equality=Equality ttests=ttest; 

    run; 

ods exclude none; 

Now we need to take one step further, to determine which probability of mean equality is the 

one to use. “Probt” refers to the p value for the Satterthwaite or Pooled T-test, and “ProbF” is 

the p value for the of Equality of Variances test. Merging the output together, we can then 

decide whether to use Satterthwaite or Pooled T-test based on a selected cutoff value for the 

probability of the variances being equal. 

proc sql; 

     create table ttestp as 

     select a.Variable, a.Method, a.Probt, b.ProbF 

     from  ttest as a, Equality as b 

     where a.variable=b.variable; 

quit; 
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 data teststat; 

   set ttestp; 

   testtype="TTest"; 

   if ProbF<0.05 then do; 

      if Method='Satterthwaite'; 

   end; 

   else do; 

      if Method='Pooled'; 

   end; 

   rename Probt=pvalue 

   variable=var; 

   drop Method ProbF ; 

run; 

The ANOVA test results can be output into a dataset using similar way. the specific code is 

not provided here due to page limitation. 

 

CATEGORICAL VARIABLE 

The Chi-square test is a popular choice for testing the independence of two categorical 

variables. However, this test assumes that the expected minimum count is at least 5 in at 

least 80% of the cells in the contingency table. If this assumption is not met, using the Fisher 

exact test is a more appropriate option. 

To determine whether the expected minimum count criterion is met, the macro use the PROC 

FREQ procedure in SAS®, which outputs the expected cell counts for each cell in the 

contingency table. If the percentage of cells with an expected minimum count less than 5 is 

greater than 20%, this suggests that the Chi-square test may not be reliable, and a macro 

variable named "warning" will be generated. It indicates that using the Fisher exact test may 

be more appropriate in this scenario. 

proc freq data=&dataset noprint; 

tables &row*&col / chisq fisher sparse outexpect out=_out1; 

   output out=stats n chisq fisher; 

run; 

 

data _out1; 

set _out1; 

if percent ne . ; 

  warn=(.<expected<=5);*an indicator of cells which expected 

minimum count less than 5; 

run; 
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proc sql; 

create table _out2 as 

  select count(count) as freq, count(warn) as warn_n 

  from _out1; 

quit; 

  

data _out2; 

   set _out2; 

   pct_lt5=warn_n/freq;  

   warning=(pct_lt5>=.2);  

   call symput('warning',warning); 

run;  

In the dataset “stats” created by PROC FREQ procedure, the variable “XP2_FISH” refers to 

the p value of fisher exact test, and the variable “P_PCHI” refers to the p value of Chi-square 

test. The macro can select which test statistic to use base on the value of “warning”. 

The final part of the code brings together the analytic tests and descriptive statistics, as 

explained in further detail in the appendix. This process iterates through each variable input 

specified in the "row_=" parameter and consolidates the results into a single table. 

 

FINAL OUTPUT: 

Using the default datasets sashelp.cars, sashelp.heart as examples, here are some sample 

output tables. 

Example 1:  

The sashelp.heart data set provides results from the Framingham Heart Study. In this 

example, we are trying to compare some patients character between alive and dead(status). 

The “median” is set to 0 to output mean and standard deviation, and the decimal place is set 

to 1. 

 

%table1(dataset=Sashelp.heart, row_=Diastolic Systolic Chol_Status 

height weight, col_=Status, n_=, median=0, dec=1, output=stat); 
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After examining the Q-Q plots, we determine that the distribution of both height and weight is 

approximately normal, so we decide to use parametric tests for these variables to obtain more 

reliable results: 

 

%table1(dataset=Sashelp.heart, row_=Diastolic Systolic Chol_Status 

height weight, col_=Status, n_=height weight, median=0, dec=1, 

output=stat), output=stat); 

 

 

Example 2:  

The sashelp.cars data set provides the 2004 car data. In this example, we are trying to 

compare characteristics between different drivetrain of the cars. The “median” is set to 1 to 

output median and interquartile range, and the decimal place is set to 1. 
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%table1(dataset=Sashelp.cars, row_=MSRP Invoice Origin Weight Length, 

col_=DriveTrain, n_= , median=1,dec=1, output=stat); 

 

TIPS: 

 The “out=” option is a convenient tool to create an output data set. However, it is not 

available for many procedures. Instead, ODS OUTPUT can output the result into 

datasets from almost any procedure. You can use ODS TRACE statement to find the 

path and name of the temporary dataset that SAS® has created. 

 You can use the "NOPRINT" option to suppress reports when using an OUTPUT 

statement, and use "ODS exclude all" and "ODS exclude none" to suppress report. 

These options allow you to manipulate the elements of output, giving you more control 

over the result. 

 

LIMITATION 

This macro has some limitations that I would like to make a few improvements in the future: 

 The macro does not report missing values; 

 It provides a limited set of statistical tests for independent two-sample tests and does not 

include tests for paired samples; 

 Variable labels are not considered in the macro; 

 The macro only categorizes variables into broad types (continuous and categorical), 

which may not be detailed enough for some analysis. 

 

CONCLUSION  

Generating descriptive statistics and performing comparisons between study groups can be a 

time-consuming process, particularly when dealing with a large number of variables that 

require different statistical tests. Despite some limitations, the code presented in this paper 

offers an automated solution for selecting some of the most widely used tests in Table 1. It 
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generates reader-friendly descriptive tables by outputting calculated statistical data into 

temporary datasets and storing key values in macro variables.  

Unfortunately, the program is too long to include in this paper -- but I am glad to send it via e-

mail upon request. Please see the contact information below. 
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